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The ionization of the four DNA bases is investigated by means of ab initio calculations. Accurate values of
the gas-phase vertical and adiabatic ionization potentials (IP) are obtained at the MP2/6-31&(@q{p.8,

level of theory. The need of introducing extra polarization to the standard 6-31G(d,p) basis set is demonstrated
by test calculations and an optimal valueogf= 0.1 is obtained. lonization to electronically excited radical
cations is also considered. The low-lying excited states of the cations are characterized for the first time. The
topology of the corresponding potential energy surfaces is qualitatively described in terms of the stationary
points (minima and saddle points) located on these surfaces. A conical intersection is characterized for the
first time on the ground-state potential energy surface of all cations. It arises from the crossing of the adiabatic
surfaces of the ground and first excited state at planar geometries. A nonplanar minimum is observed for the
cytosine cation only. The geometry and electronic changes occurring along these surfaces are analyzed, leading
to a comparison between the different nucleobase cations. The study of larger ionized systems related to
DNA is rendered possible thanks to the optimized medium size basis set proposed in this work, as exemplified
by the calculation of the IP of a stacked dimer of guanines.

1. Introduction deal with the open shell structure of the radical cations. Sevilla
et al1® have employed restricted HF and MP2 calculations with

Radiation damage to DNA, induced by ionizing radiation, small doublez basis sets to investigate the gas-phase ionization

oxidizing agents, and photoirradiation, has recently attracted . -
significant gttention. Inpthe last years, both experimental and poter‘mals (IP) a'ld electron affinities of the. DN,A bases._Crespo-
theoretical works have been devoted to the investigation of the Hernades et af? adopted the PMP2 projection technique to
main oxidation reactions of DNA. Information about the created €0rrect the spin contamination induced by the unrestricted
radicals was obtained, and a better knowledge of the mecha-Sheéme. Their calculations performed with the 6+315(d,p)
nisms of the oxidation reactions in DNA was acquited. basis set are in good agreement with the corresponding
Several studies of DNA-mediated charge transport are intendedeXPerimental gas-phase values of the IPs of the four isolated
to probe oxidative damage to DNA at a distance from the initial DNA bases. Some authéts? also calculated these IPs with
oxidation site*~8 Long-range oxidative damage in DNA occurs B1LYP or B3LYP DFT, but obtained systematically underes-
indeed as a result of electron migration through thstacked timated values resulting from the use of the unrestricted
DNA base pairs. Theoreticians have interpreted the dynamicsformalism.
of this electron-transfer process in terms of tunneling and Recent experiments of ion impact with DNA study the
hopping mechanisnts13 formation of ionized DNA base¥:?5 Less information is
One of the results of the radiation damage to DNA is the available in the literature about ionized clusters of DNA bases
formation of radical cations of DNA bases. Only few theoretical also produced in these experiments. Theoretical support on
studies are available in the literature on these systems. Com-jonized clusters of DNA bases would thus also be welcome.
prehensive ab initio studies of the electronic structure of the The possibility of base stacking within these clusters should be
neutral DNA bases have already been publisiet, but no explored. Unfortunately, the blowup of the computer costs with
attention has been paid at our knowledge to the excited stateshe molecular size renders such calculations difficult or even
of the corresponding cationic radicals. An accurate ab initio jmpossible. Only a few calculations performed at a low level
investigation of their electronic structure would thus be worth- ¢ theory provide IP values of stacked DNA bases. Sugiyama
while. It would indeed provide a better understanding of the gt 5126 and Prat et 87 used Koopmans’ theorem HF/6-31G(d)
reactive processes involving cations of DNA bases in the cajcylations to evaluate the vertical IP of stacked dimers. The
framework of radiation damage. latter authors also used density functional theory (B3LYP/6-

Several ab initio and DFT studies aimed at estimating as 31G(d)). Some other Koopmans’ theorem HF/6-31G(d) calcula-
accurately as possible the threshold energies needed for ionizing;, s were performed by Schumm et2&lon 6-mer model

the DNA and RNA bases. They used different approaches 0 goqences centered on guanines. One of the major aims of the
) I present work will be to determine on the isolated bases a level
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T UniversiteLibre de Bruxelles. of calculation beyond Koopmans’ approximation that could be
* Universitede Ligge. applied to the study of small clusters.
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In this work, we investigate the electronic structure of the description of van der Waals interactigftseem indeed to fail
radical cations of the DNA bases by ab initio calculations. In at reproducing stacking stabilif§. Most of the calculations
section 3, we present accurate values of the vertical and adiabatigresented in this paper were thus performed with MP2, but
IPs, calculated in the gas-phase using the restricted MP2calculations of IPs with B3LYP are also presented for com-
approach. The influence of the level of calculation (basis set, parison purpose.
electron correlation, geometry optimization, restricted vs unre-  The use of restricted versus unrestricted methods merits some
stricted solutions) on the calculated IP values is discussed. Thecomments, when as for IP calculations one calculates energy
need for extra polarization of the basis set is demonstrated, anddifferences between closed- and open-shell systems. Crespo-
an optimized version of the medium size 6-31G(2d@Bp) Hernandes et af® showed that unrestricted MP2 (UMP2)
basis set is proposed. The interest of such a medium size basi®verestimates by up to 0.75 eV the IPs of the DNA bases, as a
set for studying DNA base clusters is demonstrated on a stackedresult of the contamination of the cation doublet state by higher
cluster of two guanines. The first excited states of the radical spin states. They obtain a good agreement with experiment
cations are characterized for the first time in section 4, and the (within 0.15 eV or less) by applying spin corrections by means
topology of the low-lying potential energy surfaces is analyzed. of the PMP2 projection technique. In the present work, we rather
The geometries of the stationary points on these surfaces andused restricted open-shell methods (ROHF and ROMP2) in all
the corresponding electronic structures are presented andcalculations on the cations. However, with no analytic gradients

discussed in section 5. being available in Gaussian at the ROMP2 level, we thus
performed the MP2 geometry optimizations with UMP2, but
2. Methods of Calculation calculate theAE values within the hybrid RMP2/B2//[UMP2/

. B1 approach. Crespo-Hemdes et al. also showed, in agreement
Hartree-Fock (HF), second-order MallePlesset pertubation with Bertran et al?’ that unrestricted B3LYP calculations do

theory (MPZP’BO and B3LYP=2 de_nS|ty functional theory not overestimate the spin polarization, related to the spin
_(DFT)_caIcuIan_ns _hav_e been used in acomplemen_tary way to contamination, as do MP2. They rather found that B3LYP
investigate the lonization of the four DNA bases in the 985 calculations underestimate by a reasonable extent (within 0.2
phase. Al galculatlons were perform.ed with the Gaussid 98 eV) the IP values. We thus performed all our B3LYP calcula-
and Gaussian @3program suite running on the Compaq alpha tions within the unrestricted formalism. To simplify the notation,

servers of the ULB/VUB com_pute_r c_ent(_er. _ MP2 will be used hereafter in place of RMP2 (ROMP2 for
Energ.y d|ff§rgnces A(E)_' like ionization potentials _and cation and RMP2 for neutral molecule) and B3LYP in place of

electronic excitation energies, were calculated at a hybrid level ;53| yp.

of theory in which geometry optimizations are performed ata 1 jnfluence of the level of calculation (basis set, electron

lower level than _theAE calculatlo_n_s. This is Justn‘le_d by the _correlation, geometry optimization, restricted vs unrestricted
fact that geometries are less sensitive to the correlation and bas'%olutions) on vertical and adiabatic IPs will be further discussed
set effects .than'energies. Thg hybrid approach thuslleads.to 8n sections 3.1 to 3.5, on the basis of systematic comparisons.
drastic savings in computer time in the geg;netry optimizalion |, section 4, we will investigate in the same way the first excited
step,_wnhout significant I_oss of accuraty?’ The Sta_”dafd state of the DNA bases cations. The use of single configuration
notation M2/B2//M1/B1 will be used hgreafter to ql_Jallfy such approaches like HF and MP2 is, however, conditioned by the
a Igvgl .Of theory, methqd M1 and basis set B belng'used for tact that the considered states are the lowest of a given symmetry
optimizing the geometries, and method M2 and basis set B2 the considered molecular point group, and that no configu-
for the single point calculations providing £ values. ration mixing occurs in the studied regions of the PES. It will
Geometry optimizations were carried out at the HF level of pe shown below that these prescriptions are actually verified
theory with use of the 6-31G(d,p) medium size polarized basis 4r5ynd the stationary point geometries. However, the charac-
set?®%® When symmetry constraints were imposed to the terization of conical intersections on the lowest PES has required
geometry optmization, we always verified by a frequency the yse of a multiconfigurational treatment. State-average
calculation if the stationary point corresponded to a true caASSCE calculatiod€-5! were used for that purpose, together
minimum or a saddle point. Stability calculatiéhé'were also with the unconstrained algorittT54 implemented in Gaussian

performed to diagnose eventual HF instabilities. For some g3 for finding the minimum energy point on the conical
chosen stationary points, starting from the corresponding HF niersection seam.

geometry, we further optimized the geometry at a higher level
of theory (MP2 and/or B3LYP) to investigate the effect of 3 |onization Potentials of the Isolated DNA Bases
electron correlation on the calculated geometries and energies. B ] o )

Correlated methods (M2) and a more extended basis set (B2) 3.1. Ab Initio Calculation of lonization Pc_)tentlals. The IP
were used in alAE calculations. Concerning B2, the need for Of @nn-electron system, calculated at a given level of theory
extra polarization of the basis set will be demonstrated in section X implies the following energy difference:

3.2, in which we propose an optimized version of the 6-31G-

(2d(0.80q),p) basis séf for the calculation of IPs. This basis IP=Ex(n—1,G, ;) — Ex(MG,) (1)
set of moderate size giving results of comparable accuracy than

more extended basis sets from the literature has been adoptetvhereEx(n;Gy) is the energy of the-electron neutral system
in all further calculations. calculated at a geometry,@ndEx(n—1;G,-1) is the energy of

As for the method (M2), MP2 has been used more systemati- the (» — 1)-electron ionic species calculated at a geomefy; G
cally than DFT, this preference being mainly guided by our To calculate IPs, two separate energy calculations, performed
work in progress on the ionization of stacked clusters of DNA on the neutral and cationic species, are thus in principle needed,
bases. It is well-known indeed that the stability of such stacked except within the framework of the Koopmans theorem’s
m-systems is determined by the dispersion energy contributions,approximation. Recall indeed that in this particular case, the
which are taken into account by M®#243put not by DFT# vertical IP is evaluated as minus the HF energy of the molecular
Hybrid functionals such as X3LYP, yet dedicated to the orbital of the neutral system from which an electron is extracted



9202 J. Phys. Chem. A, Vol. 110, No. 29, 2006 Cadu et al.

TABLE 1: Gas-Phase lonization Potentials of Guanine (in different levels of theory. These results are showing up: (i) the
eV) and Comparison of Various Levels of Calculation with importance of the electronic relaxation, which can be estimated
the Experimental Value (—0.88 eV) from the difference between Koopmans’ and HF
ionization M2/B2-° IP (eV) values (recall that Koopmans' approximation consists of cal-
vertical Koopmans/6-31G(d,p) 8.10 culating the IP from the neutral HF solution); (i) the order of
HF/6-31G(d,p) 7.22 magnitude of the basis set effect at HF (upt6.17 eV) and
HF/cc-PVTZ 7.24 MP2 (up to+0.42 eV) levels (the effect of additional polariza-
:E;gf‘gl'i‘ﬁfgazp) 77:,;’5 tion and/or diffuse functions with respect to the reference 6-31G-
' ) (d,p) basis appears clearly, when using cc-PV$%,aug-cc-
ggtzgg:gigi&d o g-g? PVDZ5" or 6-31H-+G(d,pf®); (iii) the importance of the
' ) correlation effects{0.66 to+1 eV depending on the basis set);
gmg;;g_‘giggg'p)) %—3‘? (iv) the interplay between basis set extension and correlation
MP2/6-3lG(d,p')p 788 effects, as s_hown by the differences observed in (ii) and (|||);
MP2/cc-PVTZ 8.25 (v) the fortuitous agreement between Koopmans’ and experi-
MP2/aug-cc-PVDZ 8.30 mental values, explained by a compensation between electron
MP2/6-311++G(d,p) 8.27 relaxation and electron correlation effects; (vi) the effect of the
exptf 8.24 geometry relaxation<£0.46 eV), which can be estimated from
adiabatic MP2/6-31G(d,p) 7.42 the (IRert — IPadip difference; (vii) the importance of the spin
MP2/aug-cc-PVDZ 7.84 contamination introduced by unrestricted MP2 (0.47 eV) (note
MP2/6-311+G(d.p) 782 the good agreement between restricted and projected PMP2);
exptP .77 and (vii) the underestimate of the IP by B3LYP (see section

aCalculated in this work by using the hybrid M2/B2/M1/B1  2), with a basis set effect of similar amplitude as that with MP2
approach, with HF/6-31G(d,p) for M1/B1, unless otherwise indicated. (0.4 eV).

bHF and MP2 refer to restricted and B3LYP to unrestricted calculations ; - ;
(see text section 2J.Calculated at the B3LYP/6-31G(2d(0.8,0.1),p) 1S EXample shows how the competition between different
geometryd Reference 61¢ Reference 62. effects changes the' IP values. It 'also demonstrates that a
correlated approach like MP2 used with a basis set of reasonable
size is nevertheless able to provide accurate predictions.
to form the cation. This very simple way of estimating IP from 3 2 Optimization of a Basis Set for the Calculation of
a single HF calculation on the neutral system has been widely |onization Potentials. The conclusion of the previous section
used in the literature. It gives reasonably accurate results forig quite pessimistic for the study of larger ionized systems, for
many systems, as a consequence of fortuitous compensationg,stance clusters of the DNA bases. The computer cost of an
of errors (see next section for examples). Fundamentally pp2 calculation indeed formally scales asi®(to O(mF), with
Koopmans' values do not take electron relaxation accompanying iy, the basis set size. Taking again the monomer of guanine as
ionization into account. Moreover, being ba;ed on HF theory, gn example, the CPU time of an MP2/6-31G(d,m) £ 179)
they suffer from the lack of electron correlation. calculation scaling imt* (nf) is multiplied by a factor of 6 (9),
Two different energy quantities are usually related to ioniza- 8 (13), and 25 (56) when using 6-3t+G(d,p) m = 277),
tion, corresponding to the vertical and adiabatic IPs, respectively. aug-cc-PVDZ = 298), or cc-PVTZ = 400), respectively.
The vertical IP, to be referred to as\ iR corresponds to a  An additional factor ofn* (n%) is of course to be considered,
vertical excitation occurring at the equilibrium geometry d® whatever the basis set, when going from the monomer to an
the neutral molecule. The ab initio determination ofelRhus n-cluster. This simple evaluation shows how the computer time
implies the calculation of the neutral and ionic species at the explodes with basis set and cluster sizes. It would thus be
same geometry (G1 = Gy in (1)). The adiabatic IP, to be  \orthwhile to develop a basis set of intermediate size adapted
referred to as IRja corresponds to an ionizing excitation from  to the description of ionization. That is what we did, following
the equilibrium geometry of the neutral species to the equilib- the same ideas as in our previous work on the stabilities of
rium geometry of the cation. The latter process thus implies a hiomolecular complexe®:37In that previous work, we kept the
separate geometry optimization on both species, taking themedium size basis set 6-31G(d,p), for describing the bonding
geometry relaxation accompanying ionization into account.  nteractions within the monomers, but we simply augmented it
Many effects are in competition in an IP calculation, which by diffuse polarization functions intended to improve the
makes such calculations challenging. Indeed, in addition to the representation of nonbonding intermolecular interaction. For that
geometry relaxation, one also observes a relaxation of the purpose, a single polarization d Gaussian function was added
electron density. The latter tends to be more contracted on theon the second row atoms (C, N, and O), leading to the so-called
atomic nuclei in the cation than in the neutral system. This 6-31G(2d(0.8xq),p) basis set. In such a basis set, each heavy
means that accurate predictions of IPs are only reached wheratom is thus polarized by two d Gaussian functions. The first
the level of calculation is able to take this electron relaxation one with an exponent of 0.8 corresponds to the polarization
properly into account. The method of calculation is thus of major function of the standard 6-31G(d,p) basis set, optimized for
importance, by the way it quantitatively accounts for the describing the short-range interactions occurring in bonded
correlation energy difference between thand (1 — 1) electrons  systems. The second has a Gaussian expedatbe optimized
systems. The flexibility of the basis set is also very important, for the properties of interest. We foutidhat the valueng =
in particular in the molecular frontier region where the electron 0.2 significantly improved the description of three types of
probability more significantly changes upon ionization. intermolecular interactions occurring in biomolecular complexes:
Before addressing in the next subsection the problem of basisstacking, H-bonding, and catiefr interactions. Similar basis
set optimization, let us quantify on a chosen example the relative sets are used in the Ijteraté?éor dealing with biomolecules,
importance of the different effects just mentioned. Table 1 following the work of $oner and co-worke®,who proposed
reports the vertical and adiabatic IPs of guanine calculated atan oy value of 0.25.
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8.4 of the diffuse d polarization with the same exponent value. A
good agreement is also observed with the experimental value.
33 ] ?‘gﬁg‘%"m 3.3. MP2 Calculation of the Vertical and Adiabatic IPs
6-311++G(d,p) of the Four DNA Bases.Without further basis set optimization
S exp we have calculated the vertical and adiabatic IPs of the four

DNA bases at the MP2/6-31G(2d(0.8,0.1),p)//HF/6-31G(d,p)
level. No constraint of planarity has been imposed in the
geometry optimization carried out on the neutral and cationic
species. Geometries of the cations will be discussed in more
detail in sections 4.1 and 5, but let us simply say here that for
6-31G(2d(0.8,0)),p) neutral systems, in agreement with previous w8 we find

that thymine is planar (except the methyl group hydrogens),
! ccPVDZ whereas the amino groups in cytosine, guanine, and adenine
6-31G(dp) are not. We also confirm the planarity of all radical cations,

previouly reported by Improta et &.

6-31G The calculated IP are collected in Table 2, where they are
compared to the corresponding gas-phase experimental re-
77 ‘ ‘ sultsb1.62 Other levels of calculation are also given for com-
0 02 04 06 08 1 parison purpose: M2/B2//HF/6-31G(d,p) level, with M2HF
oy and MP2 and B2= aug-cc-PVDZ and 6-3t+G(d,p).
Figure 1. MP2/6-31G(2d(0.8),p) vertical ionization potentials (ev) ~ K00opmans' values are also given for information for the opti-
of guanine as a function of thed exponent of the d_p0|arizati0n m|Zed baS|S set Only Compal’lson IS a|SO made W|th theoret|cal
functions on C, N, and O atoms. The vertical IPs obtained with extended results from the literature: the HF and MP2/6+3%(d) calcula-
basis sets of the literature (6-3t¥G(d,p), aug-cc-PVDZ, and cc-  tions of Sevilla et all the PHF and PMP2 results of Crespo-
PVTZ) are shown with hc_)rizontal lines. The experimental value Hernmdes et al? and the OVGF/6-311G(d,p) results of
corresponds to the dotted line. Close® Our MP2/6-31G(2d(0.8,0.1),p) results are found to be
in good agreement (within 0.2 eV) with the gas-phase experi-
mental data. They lie in most cases within the experimental
uncertainties, the largest deviations being observed for adenine
and cytosine for which all high-level calculations overestimate
éhe IPs. Note that Crespo-Heémdes et af® consider with
criticism the experimental values obtained for cytosine. The gain
introduced by thexy = 0.1 polarization with respect to 6-31G-
d,p) is around 0.20.3 eV for all bases and for both g and

8.1

1P, (eV)

8.0 -

7.9

7.8 4

In this paper we investigate how the same kind of basis set
could also improve the description of the electronic changes
accompanying ionization. For that purpose we have optimized
the aq exponent in the following way. The vertical ionization
potentials of guanine and adenine have been calculated at th
MP2/6-31G(2d(0.8q),p)//HF/6-31G(d,p) level, as a function
of theog-exponent. The corresponding curve is plotted in Figure
1 for guanine. One observes a spectacular change of the IP valu ) . . .
betweenaq = 0 and 0.2, with a maximum (8.21 eV) af = Padi? The trends pointed out in the previous section are thu_s
0.1. The latter value is close to that obtained with more extended confirmed. Th? “?5“"5 also compare well with th? larger basis
basis sets of the literature already used above (8.27, 8.30, andets results (within 0.1 V) and W't.h those of the Ilj[erature.' Let
8.25 eV for 6-313+G(d,p), aug-cc-PVDZ, and cc-PVTZ, US note the Iargge vglue of the vertical IP for thymine obtgln(_ad
respectively). It agrees also pretty well with the corresponding by S?V"'a et ak? This suggests us that the energy of the lonic
experimental value (8.24 0.03 eV)®! The exponentu = 0.1 species could correspond to the first excited state of the cation.

is thus optimal for calculating the J; of guanine. Compared This point will .be confirmed Igtter in section 4.4 on the b§5|s
to the value of 7.88 eV obtained a§ = 0, which corresponds of the calculations of the excited states of the radical cations.

to the standard 6_3lG(d,p) basis set, the gain introduced by the 3.4. B3LYP Calculations of the Vertical and Adiabatic
additional polarization is significant (0.33 eV). IPs of the Four DNA Bases.The use of the 6-31G(2d-
Figure 1 thus clearly demonstrates the sensitivity of the IP (0.8,0.1),p) basis set has been tested on B3LYP DFT calcula-
with the basis set flexibility at long range. Three classes of basis tions. Geometries were optimized at this level. The results are
sets are observed: (i) the unpolarized valence-DZ 6-31G (IP reported in Table 3, where a comparison with other basis sets
~ 7.8 eV), (ii) the singly polarized valence-DZ 6-31G(d,p) and i provided. Improta et & use B1LYP instead of B3LYP. All
cc-PVDZ (IP~ 7.9 eV), and (iii) the multiply polarized and/or ~ results of Table 3, involving augmented basis sets, agree within
augmented basis sets (IP between 8.2 and 8.3 eV). ourless than 0.2 eV. These results demonstrate again the efficiency
optimized 6-31G(2d(0.8, 0.1),p) basis set belongs to the third of the 6-31G(2d(0.8,0.1),p) basis set. The gain brought by the
class and thus seems to provide a diffuse polarization of equaladditionaloq = 0.1 polarization is of 0.20.3 eV, as observed
efficiency to that encountered in the larger basis sets of the at the MP2 level. The systematic underestimation by-0.8
literature. The computer costs are, however, spectacularly€V of the IPs by unrestricted DFT is also confirmed.
smaller, given the low value ah (234 for guanine) as compared 3.5. Qualitative Interpretation of the o,y = 0.1 Polarization.
to the other basis sets (see above). The scaling factor with The results presented in the previous section clearly demonstrate
respect to 6-31G(d,p) is consequently only of 3 (4). that the addition of diffuse functions to the basis set significantly
The o4 exponent has also been optimized in the same way improves the calculated IP values. The kind and the number of
for the IR Of adenine. The IR(ag) curve presents a very functions added to a reference VDZ singly polarized basis set
similar shape to that observed in Figure 1 for guanine. The varies, however, among the different tested basis sets, but the
maximum (8.63 eV) also located af = 0.1 is within 0.1 eV corresponding gain in the IP values is, however, of the same
from the larger aug-cc-PVDZ and 6-3t%+G(d,p) basis sets.  order of magnitude. In the case of our 6-31G(2d(0.8,0.1),p) basis
The gain of 0.29 eV with respect to 6-31G(d,p) is of the same set one only adds a single d function on all heavy atoms. Other
order of magnitude as for guanine, which confirms the efficiency basis sets of the literature involve more diffuse functions, even
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TABLE 2: Gas-Phase Vertical and Adiabatic lonization Potentials of Guanine, Adenine, Cytosine, and Thymine (in eV) and

exptP

Comparison of various levels of calculation with the corresponding experimental values.
Gua Ade Cyt Thy
mM2/B22 | Pven | Padia | F’vert | Padia | Pvert | Padia | Pvert | Padia
HF/6-31G(d,p) 7.22 6.70 7.59 7.19 9.14 7.82 8.41 7.92
MP2/6-31G(d,p) 7.88 7.42 8.34 7.94 8.80 8.49 8.87 8.60
MP2/6-31G(d,p)//UMP2/6-31G(d,p) - 7.53 - - - 8.53 - -
Koopmans/6-31G(2d(0.8,0.1),p) 8.29 - 8.53 - 9.34 - 9.65 -
HF/6-31G(2d(0.8,0.1),p) 7.34 6.83 7.67 7.28 9.25 7.92 8.50 8.01
MP2/6-31G(2d(0.8,0.1),p) 8.21 7.75 8.63 8.23 9.07 8.78 9.13 8.87
HF/aug-ccpVDZ 7.30 6.81 7.63 7.26 9.26 7.91 8.47 7.98
MP2/aug-ccpVDZ 8.30 7.84 8.75 8.33 9.19 8.88 9.23 8.94
HF/6-311+G(d,p) 7.39 6.88 7.74 7.35 9.32 7.99 8.56 8.05
MP2/6-311+G(d,p) 8.27 7.81 8.72 8.31 9.14 8.84 9.20 8.88
HF/6-31-G(dy 7.29 6.87 7.73 7.36 8.45 7.99 8.99 8.10
MP2/6-31G(dy 8.04 7.66 8.58 8.18 8.82 8.74 10.33 8.85
PHF/6-31+G(d,p¥ 6.97 6.48 7.36 7.09 7.69 7.35 8.21 7.79
PMP2/6-31+G(d,py 8.33 7.9 8.62 8.23 8.69 8.78 9.07 8.74
OVGF-MP2/6-311G(d,p) 8.13 - 8.49 - 8.79 - 9.13 -
8.24 7.77 8.44 8.26 8.94 8.68 9.14 8.87

2 Calculated in this work at the M2/B2//HF/6-31G(d,p) level, unless otherwise indicakedm ref 19, geometries optimized at the ROHF/6-
31G(d) level.c From ref 20, geometries and energies calculated at the samed€vem ref 63, geometries optimized at the MP2/6-311G(d,p)

level. e From refs 61 and 62.
TABLE 3: Gas-Phase lonization Potentials of the DNA Bases (in eV) from DFT Calculations

Gua Ade Cyt Thy
method/basis set l’EI)’t IPadia IPven IPadia II:)vert IPadia IPvert IPadia

B3LYP/6-31G(d, 7.65 7.32 7.99 7.77 8.35 8.23 8.72 8.49
B3LYP/6-31G(2d(0.8,0.1),p) 7.94 7.61 8.23 8.02 8.64 8.52 8.97 8.74
B3LYP/6-311+G(d,p} 8.02 7.69 8.33 8.11 8.74 8.63 9.05 8.81
B1LYP/6-314+G(d,py 7.89 7.52 8.16 7.95 8.62 8.47 8.90 8.66
B3LYP/6-31+G(d,p¥ 7.98 - 8.26 - 8.69 - 9.01 -

8.24 7.77 8.44 8.26 8.94 8.68 9.14 8.87

exptH
a Calculated in this work at the B3LYP/B2//B3LYP/6-31G(2d(0.8,0.1),p) le¥Ekom ref 21; geometries optimized at the B1LYP/6-311G(d,p)
level. ¢ From ref 22; geometries and energies calculated at the same d&rem refs 61 and 62.

TABLE 4: Spatial Extent [R2(1Values (in au) Calculated from the MP2 Densities of the Neutral and Cationic Species of the

Four DNA Baseg
Ade Thy Cyt Gua
method/basis set neutral cation neutral cation neutral cation neutral cation
MP2/6-31G(d,p) 1146.39 1122.33 1116.74 1092.62 834.33 808.54 1487.46 1458.41
MP2/6-31G(2d(0.8,0.1),p) 1150.12 1125.46 1120.14 1093.96 837.62 809.62 1491.91 1460.31

a All values are calculated at the optimized geometry of the neutral system.

on hydrogens for some basis sets: {1p) and TZ valence ionic species. This means that the neutral system takes more
flexibility in 6-311++G(d,p), (1s-1p+1d) in aug-cc-PVDZ, advantage of theq polarization than the cation, which explains
and finally 1d in 6-31G(2d(0.8,0.1),p). To better understand the the corresponding increase of the IP value. Looking again to
effect of the polarization on the vertical ionization we report in Figure 1, one sees that the peak in theolfpcurve is acute,
Table 4 the expectation valug®[] calculated by Gaussian from  suggesting that the spatial region in which electronic rearrange-
the MP2 densities. This property allows us to quantify the spatial ment accompanying ionization is quite localized and corre-
extent of the electronic wave function. It has already been usedsponds to the long tail part of the wave function. We also
with success by Eisfeld et &.for investigating the valence, compared theéR2[0values for the set of extended basis sets
Rydberg, and mixed valence/Rydberg character of excited considered in the previous sections. We do not detail here these
electronic states. We use it here in a similar way to measureresults, but only report the conclusion, which is that the spatial
the electronic relaxation accompanying ionization. One sees thatextents calculated with all extended basis sets are close to those
the spatial extent drops by 24 up to 32 au when the systemobtained with our 6-31G(2d(0.8,0.1),p) basis set. This means
ionizes. This corresponds to an average reduction of this extentthat in all these basis sets the region of space important for
by about 2.5%, which gives a measure of the expected densityionization is properly covered, whatever the number and nature
contraction in the cation. Comparing?Cvalues obtained from  of the diffuse functions. Let us point out the sensitivity of the
the 6-31G(d,p) and 6-31G(2d(0.8,0.1),p) allows us to follow spatial extent, which is an interesting indicator for investigating
the changes occurring in the electronic structure of the neutral ionization.

and ionic systems when extra polarization is provided: the spatial 3.6. IP of Clusters of DNA BasesOur results show that
extent increases on average by 3.7 and 1.8 for the neutral andhe addition of a diffuse d function to the 6-31G(d,p) basis set
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improves as well the interaction energies of stacked B&%es  electronic state of the second symmetdy/, by means of the
as the IPs of isolated DNA bases. Optimal values of the HF and MP2 monoconfigurational approaches used in the
Gaussianag-exponent are found to be of the same order of previous sections. Following the same computational strategy,
magnitude, 0.2 and 0.1 for interaction energies and IPs, we first optimized the geometry at the HF/6-31G(d,p) level and
respectively. This result suggests that this kind of basis set isfound a stationary point for all radical cations. To ascertain the
well suited for studying the ionization of stacked clusters of nature of these stationary points we calculated the second
DNA bases. As an example we calculated the ionization derivative Hessian matrix and determined the vibrational
potential of a stacked dimer of guanine. The geometrical frequencies. The Astates of Ad&, Thy", and Gud do not
structure, derived from the X-ray structure of tc3 transposase have imaginary frequencies, while Cyhas one imaginary
(protein code 1TC3, residues A7 and A8), is taken from our frequency. This means that tHé’' stationary points of the
previous work on stair motifs at the proteidDNA interfaces?-65 former three cationic bases correspond to real minima on the
The MP2 vertical IP is calculated to be of 7.67, 7.86, and 8.01 corresponding BorrnOppenheimer PES. For Cytthe station-
eV, when using the 6-31G(d,p) and the 6-31G(2d(Q8p) ary point is a saddle point, suggesting the possible existence of
basis sets witlug = 0.2 and 0.1, respectively. These values are nonplanar equilibrium structures. Further geometry optimizations
to be compared with the corrresponding IPs of isolated guaninewere then carried out, starting with a symmetry broken geometry
of 7.88, 8.07, and 8.21 eV, respectively. The basis set effect on(C; symmetry) close to th#A’' saddle point of Cyt, and a new
the IP values follows the trends pointed out in section 3.5, but minimum, corresponding to a nonplarfé structure, has been
it is striking to observe that it is the same on the isolated guanine found. The possible existence of nonplanar minima for the three
as on the dimer, the IP being systematically smaller by 0.2 eV other bases was also considered, and searchs were undertaken
in the latter case. A very simple explanation of this finding is but without success.
that, as confirmed by a Mulliken population analysis of the  All the stationary points we just characterized correspond to
dimer, 98% of the positive charge is born by one of the guanines. the lowest electronic states of their symmefi’(2A"", or 2A),
The electronic relaxation of the ionization, which we demon- but we cannot assert at this point that the low&st states
strated to be sensitive to the diffuse basis set extension, will actually correspond to the first excited state of the planar cations.
thus essentially occur on this single guanine. Let us note that To answer to this question we need to evaluate for each cation
the use of an exponent of 0.1 or 0.2 changes the IP by 0.15 eV.the relative energy position of the second stat&dfsymmetry
The former value is certainly better for predicting the IP value, (2 2A") with respect to the firstA’ (1 2A"). SDCI/6-31G(2d-
but the latter is more adapted for describing the stack stability. (0.8,0.1),p) calculations were performed for that purpose at the
We would thus recommend the usecf = 0.2 in all studies previously optimized geometries of the'Aand A stationary
concerned by the stack stability or by the reactivity in ionized points. A limited active space involving the two lowest occupied
stacked systems. Let us note moreover that the vertical IP of molecular orbitals of 'aand & symmetries has been used. These
isolated guanine, calculated witty = 0.2, is not too far from calculations demonstrate that, for all cations, ti#@\1state is
the experimental value (see Figure 1). significantly more stable than the?" state (by 2.59, 1.50,
Other authors also calculated the IP of a stacked dimer of 2.96, and 3.87 eV for Gua Ade", Cytt, and Thy', respec-
guanine, but folN-methylated bases. A direct comparison is tively). This confirms thus clearly that the 2A' is the first
unfortunately not possible with our MP2 results on the dimer, excited state for all the cations. The lack of configuration mixing
because we use normal guanines and also a different stackabsolute value of the main configuration coefficient larger than
geometry. Sugiyama et #.obtained an IP value of 7.75 eV  0.97) also confirms the validity of the monoconfiguration zeroth
using Koopmans’ HF/6-31G(d). The latter value for the dimer order approaches in the vicinity of the considered stationary
is 0.5 eV smaller than that for an isolated guanine. Prat &t al. points.
obtained for the vertical IP of a similar dimer a value of 7.34  4.2. Characterization of Conical Intersections on the
eV with Koopmans’' HF/6-31G(d) and 6.64 eV with B3LYP/ Lowest Potential Energy SurfacesThe crossing of the lowest
6-31G(d). The corresponding IPs decrease from the dimer to?A’ and?A" adiabatic PES suggests the occurrence of conical
the monomer by 0.4 and 0.7 eV, respectively. It is difficult to intersections (CI) on the lowest potential energy surfaces for
estimate the accuracy of the Koopmans’ values, subject to theall cations. Indeed the coupling matrix eleméhb = BPCI’H:H
error compensation already discussed above. Concerning thepg[]within the diabatic representatic{nlld,lllg} vanishes for
B3LYP calculations, we have shown that the monomer’s IP is symmetry reasons at planar geometries, but not necessarily when
systematically underestimated. We must recall besides that thisnonplanar displacements are considered. The two directions
approach is unable to take the dispersion attraction in a stackandx, describing the typical double cone form of the potential
into account. Our MP2 results can be considered of higher energy function have been determined by means of the algorithm
accuracy given the use of the MP2 method and of our optimized of Robb and co-worker®:57 This means that the point of
basis set. The method of calculation opens the door to the studyminimum energy has been searched in the- (2)-dimensional

of ionization in larger systems. hyperline (withn the number of nuclear coordinates) in which
the ground and excited states are degenerated. The two
4. Excited States of the Radical Cations of DNA Bases orthogonal directions defining the conical intersection in the

. . IR . i
4.1. Characterization of the First Excited States.We adiabatic basi¢ ¥y, W5} are given by:

reported in section 3.3 that our geometry optimizations per-

formed on the ground states of the radical cations demonstrate — B~ B) and x, = Ek.a 0 q;aD )
their planarity, in agreement with the DFT calculations of ! aq(@) 2 Yog@"| 2

Improta et ak! Such planar systems belong to thegpoint group

symmetry, in which two irreductible representatiorsaAd A’ wherex; andx, are the gradient difference and the nonadiabatic

coexist. The ground state of all four DNA bases is found to be coupling vectors respectively, agh) andq(a") define nuclear
of 2A" symmetry. Following the comments made in section 2, displacements preserving or not the planar geometry, respec-
we exploited the possibility of characterizing the lowest tively.
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quasisymmetry in the case of Cybnly. In this particular case

'F""". P () Gua* 0//,_; o_nIy the slopes at the origin of theg variation have_opposite_
)a,; ol signs, and one can expect that the two planar stationary pomts
oy -9 (*A" and ?A’) are located on both sides of the conical
»--o e intersection. The other cations exhibit a different situation, with
4 % | 24 slopes inx; of equal signs, suggesting then the existence of
1% i Al two planar stationary points on the same side of the conical
4 intersection. Thy differs moreover from the other cations by
x, =0.2148 u.a. X, = 0.0545 u.a. the smaller values of the coupling vectors, with as a result the
2 very flat conical intersection topology seen in Figure 4.
L (b) Ade* ! 4.3. Global Topology of the Lowest Potential Energy
’ _?"" f P Surfaces.The results presented in previous sections provide a
2 o~ L d global picture of the topology of the lowest potential energy
0——J S 4 f ‘ surfaces of the nucleobase cations. Conical intersections on these
= 3 f ‘-_ I surfaces are characterized for the first time. Such features are
9 €9 of particular interest, they can indeed govern dynamic processes
’ following an energy deposit (collisons or photons) of the order
x; =0.1611 va. X, = 0.0490 u.a. of magnitude of the energy difference between the stationary
? points, as in the case of the neutral DNA bases, for which
¢ g (c) Cyt* " ; f ultrafast nonradiative decay following photon excitation has been
2 *,«‘-- & ; = qbse&/??ignd interpreted by means of theoretical calcula-
. ' — tions:*
S J/, /{j The four cations are found to obey to three distinct cases of
. topology. Let us label minima and saddle points by M and S,
iz J“ respectively, and number them accordingly.
A first case is given by Cyt which is the only cation to
it o e have a nonplanar minimum (M2) in addition to the ground state
" () Thy* 9 2A"" planar minimum (M1). It is also the only one to have a
o ey » * 2 saddle point (S1) and not a minimum as a pladrstationary
“ , “ il point. The topology of the conical intersection energy curve
S (a ‘/ /‘f " alongx; points out the intermediate position of the Cl between
=+ T ,"(J the two critical points M1 and S1.
b ¢ A second case regroups Adend Gud, exhibiting two
x, = 0.047 ua. X, = 0.0067 u.a. planar minima only, corresponding to tRA" (M1) and2A’

(M2) states, respectively. Despite coupling vectors of the same

Figure 2. Normalized modes of displacements (in au), calculated at > .
CASSCF(4,7)/6-31G(d,p) level, corresponding to vectarandx at magnitude as Cyt they differ, however, by the topology of
the conical intersection points for the different cations. Arrows have the conical intersection energy curve along apparently, the
been multiplied by a factor of 1.5. The values of the normx,cindx, two minima could lie on the same side by reference to the
(in au) are given for each intersection point. Carbon, nitrogen, and position of the CI.

oxygen atoms are drawn in light gray, dark gray, and black, respectively. Thy* forms the last case, with a conical intersection topology

Such calculations were performed at the state-average CASSalong x, like that of Ade” and Gud, but with significantly
CF(4,7)/6-31G(d,p) level (7 active electrons in 4 active MOs). Weaker couplings than all other cations. This means that one
The conical intersection point has been located for all cations could qualitatively expect a rather adiabatic behavior for this
and the displacements vectogsandx, were determined. Figure  cation while all the others should behave more diabatically. This
2 shows the normalized nuclear displacements correspondingmeans that the change of spin or charge excess position on the
to these vectors. The values of the normxgfand x, at the skeleton without electronic excitation (i.e., by remaining on the
intersection points are also indicated on the figure. Their values lowest energy surface) is much easier in Thiyan in the other
(0.047 < x; < 0.215 au and 0.00& x, < 0.054 au) give  base cations, in the region of the CI.
qualitative information on the diabatic vs adiabatic behavior of =~ The nonplanarity of a critical point in the vicinity of a Cl is
the corresponding systems in the vicinity of the intersections. obviously related to the topology of the energy curve along the
Figures3 and 4 allow a visualization of the conical intersection out-of-plane coordinate, i.exp. At first sight, Cyt" does not
topologies. Figure 3 shows for each cation the energy variation differ from Ade* and Gud on this feature, nor on the value of
of the two adiabatic interacting states as a functionxgf-{ the coupling elements. The effect explaining this difference is
x1e) @nd & — Xo0), X10 ANd e referring to the geometry at the  linked with the proximity of the Cl relative to either of the planar
intersection point. The double cone structure clearly appears,critical points. As a matter of fact, the topology of the energy
with its common apex taken as the origin of the energy scale. curve alongx, inducing a nonplanarity would influence their
Note that for reasons of readability of the graphs this scale is geometries only if they are close to the apex.
different for thex; andx; variations. The conical structures are ~ To determine this proximity, root-mean-square differences
better visualized in the 3D pictures proposed in Figure 4 for RMS(x,y) of geometrical parameters between couples of critical
Cyt" and Thy. These two examples has been chosen to pointsx andy have been calculated as:
illustrate two typical cases of conical topologies. The cone
structure is in all cases symmetrical with respectxip for N
symmetry reasons, but the same is not true foxtheariation, RMSKy) =[ $ (d,, — d,,)N]*? ()
as can be seen in Figure 3. One observes, however, a =
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Figure 3. CASSCF(4,7)/6-31G(d,p) cuts in the two interacting adiabatic potential energy surfaces of the different cations as a fungtion of (
X1e) and (& — X2¢), X1e @Nd Xze referring to the geometry at the intersection point. The common apex of the double cone structure is the origin of
the energy scale. This scale is different for theand x, variations.

TABLE 5: Root-Mean-Square Differences of Geometrical
Parameters (bond lengths (A) and angles (deg)) between
Couples of Critical Points A", 2A’, and Cl) or between a
Critical Point and the Mean Planar Geometry [3A""—2A"[]

RMS(x,BA""—2A'D), x=2A" or?A’  RMS(CI[BA""—2A'D)
—
i) bond lengths angles bond lengths angles
§ Gua® 0.030 1.530 0.038 6.236
S Ade" 0.020 2.488 0.026 3.678
o~ Cyt" 0.030 3.636 0.034 2.654
‘L‘u" Thy* 0.032 2.088 0.076 3.807
< RMS(CIZA™) RMS(CIZA")
bond lengths angles bond lengths angles
Gua 0.0433 5.882 0.0524 6.919
Ade" 0.0435 5.271 0.0164 3.413
Cytt 0.0630 5.869 0.0125 2.468
Thy* 0.0943 4.313 0.0691 4.372

] ; system, bond lengths, and angles being considered as separate
I ' : variables. Also note that the sum owrexcludes variables
. : involving hydrogen atoms.

RMS(x,[2A""—2A'[) values were also calculated, to investigate
the proximity of critical pointx to the mean geometry between
e R : the planar?A”" and2A’ points. This quantity is obtained by
Faeh. : replacing in (3)d;y by the mean value af; between the planar
g I —% i points.
' Table 5 presents the calculated RMS values for the bond
lengths and the angles.
P s From the RMSX,[BA" —2?A'[J values, it results that the Cl lies
- "sz_xze outside_ the interval constit_uted b_y the planar cri_tical points
005 5 — _0.05 except in the case of CytThis confirms the conclusion drawn

X;-Xp, o from the topology of the CI. From the RMS(EA" or 2A")

Figure 4. 3D representations of the conical intersections of"Gytd values, again Cytshows a close proximity of th#A’ state to
Thy*, calculated at CASSCF(4,7)/6-31G(d,p) level. the Cl apex. Except for Gdathis state is closer to the Cl than

the 2A"". Furthermore, by comparing the values for Adend
wherex andy refer either to the planatA” and?A’ critical Cyt™, one can imagine that the AU&A’ state could be on the
points or to the CI, andl to the geometrical variables of the edge of being a saddle point.

AE (keal/mal)
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TABLE 6: Relative Energies (in eV) of the M2 and/or S1 Stationary Points with Respect to the Ground State Minimum M1

Ade* Thy* Cyt* Gua
method/basis set M2 M2 Si1 M2 M2

HF/6-31G(d,p) 1.7 0.28 0.12 —0.06 0.81
HF/6-31G(2d(0.8,0.1),p)//HF/6-31G(d,p) 1.73 0.32 0.21 0 0.82
MP2/6-31G(d,p)//HF/6-31G(d,p) 0.30 0.91 0.55 0.29 1.57
MP2/6-31G(2d(0.8,0.1),p)//HF/6-31G(d,p) 0.31 0.94 0.61 0.34 1.58
MP2/6-31G(2d(0.8,0.1),p)//UMP2/6-31G(d,p) - - 0.55 0.32 -

4.4. Excitation Energies of the Radical Cations.The
excitation energieEexc are calculated as the energy differences —
between the S1 and M2 stationary points and the ground-state
minimum M1. They have been calculated at different levels of 95 ~ .
theory to quantify both the basis set and correlation energy —
effects on the global energy shape of the lowest PES. The results M2 (NP)
are reported in Table 6. The MP2/6-31G(2d(0.8,0.1),p)//HF/6-
31G(d,p) level, proved to be successful in the calculation of
the IPs, is our better level of theory. It is compared to the
corresponding results obtained with HF/6-31G(d,p), HF/6-31G-
(2d(0.8,0.1),p)//HF/6-31G(d,p), and MP2/6-31G(d,p)//HF/6-
31G(d,p). The first line of the table corresponds to the HF M
results, used in the previous section to determine the stationary
point geometries. At this level, Adeand Gud have the largest
Eexc Values (1.7 and 0.8 eV, respectively), while for Thgnd Mt
Cyt* they are smaller, even close to zero for the nonplanar
minimum M2 of Cyt". In the latter case, the existence of two 7.5
minima M1 and M2, close in energy, implies that a potential Figure 5. Relative energies of the stationary points of the nucleobase
energy barrier separates them. We did not try to locate the Cati?n? Witft‘ feSp%f to the QQQ#Hd-State energ:eslotf tge fﬁ?zs/'éogfgg
corresponding transition state. Using the extended 6-31G(2d-N€ulral systems. All energy dilferénces are calculated a Sornd
(0.8,0.1),p) basis set does not significantly change the relative %?;%ast’ig'llg,’g):g'":/ 6-31G(d,p) level. The M1 values correspond to the

. . . ported in Table 2.
HF energies, the larger change being less than 0.1 eV. This
small effect is not surprising, the 0.1 polarization being expected
to play an equivalent role for the different stationary points.
For instance for Adée the MP2/6-31G(2d(0.8,0.1),p)R20

-E(X) (eV)
=

E(X*)

85 - B

+ + +

Gua® Ade Cyt Thy

The case of guanine merits a further comment. In addition
to its low IP, its cation is particularly stable with respect to
values, calculated for M1 and M2 at equilibrium geometries, electron excitation. Both of these features could contribute to

. the particular role played by this DNA base in the electron-
are 1121.94 and 1121.56 au, respectively. Let us note, howeve_r,transfer process in DNA.

that these values are smaller by 4 au than the one reported in ) ) i 1
Table 4. This difference corresponds to change in the electronic, €onceming the 1. calculated for thymine by Sevillaet&l.
(see Table 2), we confirm that the calculated energy of the ionic

spatial extent accompanying the geometry relaxation within the . - ¢ '
cation. This example demonstrates again the sensitivitRéi species corresponds well to the first excited state To verify,

and its interest in the analysis of ionization. we calculated the IRq of thymine at the MP2/6-31G(2d-
Correlation energy contributions are more important, with a (0-8,0.1),p) level of theory leading to the catioh We obtained
different order magnitude for the four cations (fronl.4 to a value of 10.35 eV very close to the one of Sevilla et al.

+0.8 eV). Electron correlation stabilizes more M1 than M2 and/ ~ Figure 5 summarizes the main features of the energy
or S1 in Thy", Cyt", and Gud. The Ee value is thus larger  landscape characterizing the ionization of the DNA bases. This
than that at the HF level. Oppositely, the excitation energy is picture completes the qualitative overview of the topology of
severely reduced for Ade Such differences between the four the lowest PES of the cations discussed in the previous section,
cations can be explained by the specific nature of trene & and the quantitative determination of the ionization potentials.
(planar structures or nonplanar) molecular orbitals involved in The bases are sorted by order of increasing IP values. All
the ionization of the different cations, as discussed in the next energies reported on this figure arise from our best level of
subsection from an analysis of the wave functions. The basis calculation MP2/6-31G(2d(0.8,0.1),p)// HF/6-31G(d,p) and cor-
effect at MP2 level is very small, as already observed at the respond to HF optimized geometries for all stationary points.
HF level, and for the same reasons. Energies in the cationic species Mre calculated with respect
For Cyt", we reoptimized the geometries of all stationary to the energy at equilibrium geometry of the neutral system.
points (M1, M2, and S1) at the UMP2/6-31G(d,p) level and The M1 values thus correspond to the adiabatic IPs reported in
recalculated the restricted MP2/6-31G(2d(0.8,0.1),p) energiesTable 2. We believe that the results collected in this figure
at the UMP2 equilibrium geometries. The results strictly confirm provide a helpful reference for discussing any excitation process
(within less than 0.1 eV) the MP2 results obtained from HF involving the DNA bases, in particular in the framework of the
optimizations. We thus consider the MP2 stationary points study of radiation damage, a hot topic in biophysical science.
energy scale as reliable. It predicts a local minimum M2 of low
energy (0.3 eV) for Adeand Cyt,, and of higher energy (0.94 5 gquilibrium Geometries and Electronic Structure of
eV) for Thy". In the case of Cyt, the planar structure M1,  he Radical Cations
predicted to be isoenergetic to M2 at the HF level, is actually
the global minimum of the MP2 PES, confirming the DFT The equilibrium geometries of the stationary points character-
results of Improta et at ized in section 4 are reported in Tables-4S of the Supporting
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Gua': 324 5d' 6d' 7d' (PA"); 314 64’ 7d’ 324 (°A")

- - Ade': 4d’ 294 5d' 6d’ (*A""); 284 5d' 6d' 294 (°A’)

Cyt": 234 244 44’ 5d' (°A"); 234 44’ 5d' 244 (*A")

e - Y
) = Thy" 264 274 54’ 6d’ (°A"); 5d’ 264 64’ 274 (°A")
Wt In these configurations all’aand & MOs have ac and x
character, respectively. The two highest MOs of the ground state
of all cations thus contribute to thestructure of the aromatic
. planes. For all cations, except Gyat is the HOMO 2 which
2 L. S corresponds to the HOMO of the 2A’ state. In the case of
— e S . Gua', this MO is the HOMO?3. The HOMOs of all stationary
) F /) points are drawn in Figure 6.
Y — = The stability of the ground states of the cations, beingfof
(b) Ade* ' symmetry, is thus related to th& aymmetry of the HOMO.

These MOs are indeed characterized bg-bonding on the
aromatic cycles: on N-C;—Cs—Cs for Gua", Ng—Cy4—Cs—
. Cs for Ade™, C;,—Cs—Cs for Cyt™, and G—Cs—Cs for Thy.

. ‘AT ‘ A - ST A Oppositely the asymmetry HOMOs are centered on an extra-
Pl &l § { = cycle atom in Thy (Og) or mostly correspond to nitrogen lone
e 4 ) pairs in the other cations ¢Nand N; in Gua', N3 and N in
== g\ 7S >. AL Adet, and Ny in Cyt"). One clearly sees that the HOMO of the
N e = nonplanarfA minimum of Cyt" results from a mixing of the

v (© Gyt = 2A" and2A’ HOMOs, but with a larger amount of the latter.
This explains the similarity pointed out above between the
equilibrium geometries of théA’' and2A structures.

A last analysis concerns the atomic spin densities, which

3 characterize the atoms involved in the ionization process. The
= spin densitiesX0.1) are:
2 n -
@ Thy' Ade"  *A"(M1):0.360on G+ 0.16 on G
Figure 6. Orbital contour plot of the HOMO (HF/6-31G(d,p)) of the 2A'(M2): 0.47onN+0.430n N

radical cations in their electronic statés” (ground state)?A’, and
2A symmetries for (a) Gua(7d' and 32aMOs), (b) Ade" (64" and " 200 )
294 MOs), (c) Cyt (5d’and 24aMOs), and (d) Thy (6’ and 274 Cyt A"(M1):0.750n G

MOs). )
. . A'(S1):0.930n Ny

Information for Gud, Ade", Cyt", and Thy respectively. The
corresponding Cartesian coordinates are also given in Tables 2A(M2): 0.460on G+ 0.190nN+0.140n G
5S5-8S. For sake of comparison, we have adopted for each
cation the atom numbering (see the molecular frames in Figure 4 2n 1 .
6) used by Improta et 8. The B1LYP/6-311G(d,p) equilibrium Thy A"(M1):0.650n G+ 0.120n G
geometries calculated by the latter authors for the ground states 250 .
of the cations (planar MZA" symmetry) are in close agreement A'(M2):0.960n Q
with our HF results. The mean absolute deviation is globally + 2an
of 0.018 A for the internuclear distances and &fdr the bond Gua A"(M1):0.200n G+ 0.400n G+ 0.120on G
angles. A similar agreement is observed for the ground-state 20, )
equilibrium geometries of the neutral bases, not reported in this A'(M2): 0.97 on Qq
work devoted to the cations. The results of Tables4S show
that the geometrical changes accompanying the electronic
excitation from?A" to 2A’ stationary points are not negligible
(up t0+0.13 A and+13°). They essentially correspond to in-
plane deformations of the aromatic cycles of the bases. The
nonplanar’A structure of Cyt is found to be more similar to
the2A’ than to the?’A"” ones. The more significant out-of-plane
deformations concern the;ONs, and N; atoms, as indicated The ionization of the four DNA bases in the gas phase has
by the dihedral angles given in Table 3S. Some bending anglesbeen studied by means of restricted HF and MP2 calculations.
implying these atoms also change accordingly with respect to The first excited states of the cations have been characterized
the planar structures. for the first time and the topology of the corresponding low-

The electronic structure of all the stationary points can be lying potential energy surfaces has been studied. Conical
first discussed in terms of the corresponding electronic con- intersections were characterized for all cations. The shape of
figurations. Restricted for the sake of place to the HOMO  the potential energy surfaces in the vicinity of the intersections
HOMO™2, HOMO™1, and HOMO molecular orbitals (MOs), and the magnitude of the nonadiabatic coupling have been used
they can be written as: to explain the differences observed in the different cations. In

These values show that the ionization occurs on lone pairs of
heteroatoms for A species, while spin densities are more
delocalized on ther structure of the A species, as suggested
in most cases by the MO pictures of Figure 6.

6. Conclusion
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particular, the existence of a nonplanar minimum in the case of  (19) Sevilla, M. D.; Besler, B.; Colson, A. Q. Phys. Chenil995 99,

; ; 1060.
'CyﬁhOI_‘lly hﬁs tl)een e_mpha5|zed. fTEese _results bring al new (20) Crespo-Hernadez, C. E.; Arce, R.; Ishikawa, Y.; Gorb, L.;
insight into the electronic structure of the ionized systems re a}ed Leszczynski, J.: Close, D. M. Phys. Chem. 2004 108, 6373.

to DNA, and thus provide information that could be useful in (21) Improta, R.; Scalmani, G.; Barone, Mt. J. Mass Spectron200Q
the interpretation of reactive processes involving oxidation of 201 321.

; (22) Close, D. M.J. Phys. Chem. 8004 108 10376.
DNA. The level of calculation to be used for a correct (23) Wetmore, S. D.: Boyd. R. J.; Eriksson, L. Shem. Phys. Lett.

description of the ionization in such systems has been establishedqoq 322 129.
on the basis of systematic test calculations and of comparisons (24) de Vries, J.; Hoekstra, R.; Morgenstern, R.; SchilhoT. Eur.
with results from the literature. The medium size 6-31G(2d- Phys. J. D2003 24, 161.

. . L _ (25) de Vries, J.; Hoekstra, R.; Morgenstern, R.; ScliléehoT. Phys.
(0.8, 0),p) basis set, with an optimized valueaf = 0.1, has Rey. Lett. 2003 91, 053401,

been proposed for predicting accurate energy differences related (26) Sugiyama, H.; Saito, . Am. Chem. Sod.996 118 7063.
to ionization (vertical and adiabatic IPs and electronic excitation  (27) Prat, F.; Houk, K. N.; Foote, C. 8. Am. Chem. S0d.998 120,

energies of the cations). It presents the advantage of describingB"'?ég) Schumm. S. Puest. M. Garcia-Fresnadillo. D.- Lentzen. O.-

the ellectronic changes accompanying ionization, as well as largenvioucheron, C.; Kirsch-De Mesmaeker, A. Phys. Chem. 2002 106,
polarized and/or augmented basis sets of the literature, but at2763.
the lowest computer costs. Such basis sets are thus potentially (29) Maller, C.; Plesset, M. Shys. Re. 1934 46, 618.

interesting for investigating larger systems involving the DNA 195(33250)1526285(_3”(10"’ M. Pople, J. A; Frisch, M.Ghem. Phys. Lett

bases, like clusters of these bases. This opportunity has been (31) Lee, C.; Yang, W.; Parr, R. ®hys. Re. B 1988 37, 785.
illustrated on a single system, a stacked dimer of guanines, for (32) Becke, A. D.J. Chem. Phys1993 98, 5648.

i (33) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb,
which the IP has been calculated. Another feature of the A: Cheeseman. J. R. Zakrzewski, V. G.: Montgomery J. A. Jr.

proposed basis set is to also improve the accuracy of calculatecglt'ratmam' R. E.: Burant, J. C.; Dapprich, S.; Millam, J. M.. Daniels, A.
interaction energies (H-bonding, catie and stacking interac-  D.; Kudin, K. N.; Strain, M. C.; Farkas, O.; Tomasi, J.; Barone, V.; Cossi,
tions) in biomolecular complexes, as demonstrated in a previousM-; Cammi, R.; Mennucci, B.; Pomelli, C.; Adamo, C.; Clifford, S.;

- g . Ochterski, J.; Petersson, G. A.; Ayala, P. Y.; Cui, Q.; Morokuma, K.; Malick,
36
work**> Work on ionized DNA base clusters is in progress in D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Cioslowski, J.;
our group.
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